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Safety Precaution

Read these instructions carefully before you install, operate, or transport any PAC Storage
systems and expansion systems.

Energy Hazards Precaution

Thisequipmentisintended to be usedin arestricted access location, like a computer room. Only allow
access to SERVICE PERSONS or users who have been instructed about the metal chassis of the
equipment, which may have hazardous energy thatservice persons must pay attention ortake special
protection before touching it. Also, the access is through the use of a key or security identity system.
Only the authorized and well-trained personnel can access the restricted access location.

Installation and Operation

Installthe rack cabinetand the associated equipmentata site where the ambienttemperature
(special room cooling equipment may be required) stays lower than 35°C.

Installthe power source socketoutletnearthe enclosure whereitis easily accessible and ground
the rack cabinet.

Secure airflow clearance inside and around the rack cabinet.

+ Secure an 18 to 20 cm clearance on the rear side.

« Do not cover the enclosure openings.

*  Route the cables inside the rack cabinet.

« Do not leave drive bays empty as it will affect airflow efficiency.
Secure each enclosure module using its retention screws.

Place power cords and other cables away from foot traffic. Do not place items on top of power
cords and ensure they do not rest against data cables.

Install all modules to the enclosure before turning on the systems.
Ensure that the correct power range is tested before turning on.
DO NOT remove the covers or replaceable modules if they are not faulty.

Ifthe systemis not used for along period of time, disconnect it from the power outlet to avoid
transient over-voltage.

Forpower source redundancy, please make sure thatthe two PSUs are plugged into two different
power sources (i.e. different circuit breakers).

Service and Maintenance

Keep the faulty module in place until you have areplacement unit; an empty module greatly affects
the airflow efficiency within the enclosure.

During service operation, place the enclosure onasoftand clean surface to prevent exterior
damage. Do not place tools or other items on top.

Whentransporting the enclosure, repackage all disk drives separately inthe original package foam
blocks. Replaceable modules can stay in the enclosure if you are using the original package; if not,
repackage them separately aswell.

Disconnect the power cords before servicing or cleaning the enclosure.



Use a slightly moistened paper sheet or cloth for cleaning. Avoid using liquid or sprayed detergent.

Whenreplacingcomponents, insertthemasgently as possible whileassuring fullengagement.
Vibration and shock can easily damage hard drives.

Only qualified service personnel should open the enclosure.
Contact service personnel if any of the following situations occurs:
+  The power cord or plug is damaged.

+ The enclosure has been exposed to moisture.

+ The system has not been working properly.

* The enclosure was dropped against a hard surface.

+ The enclosure shows obvious signs of breakage.

Tomove the enclosure, more than one person mightbe necessary due toits weight. Drives should
be removed from the enclosure beforehand.

Important Notice

The use of PAC Storage certified components is strongly recommended to ensure compatibility,
quality, and normal operation with your PAC Storage products. Please contactyourdistributorforalist
of PAC Storage certified components (e.g. SFP,SFP+, HBAcard,iSCSlcable, FC cable, memory
module, etc.).

ESD Precautions

Handle the modules by theirretention screws, ejectorlevers, orthe module’s metal frame/faceplate
only. Avoid touching the PCB boards or connector pins.

Use agrounded wriststrap and an anti-static work pad to discharge static electricity wheninstalling
or operating the enclosure.

Avoid dust, debris, carpets, plastic, vinyl, and Styrofoam in your work area.
Do not remove any module or component from its anti-static bag before installation takes place.

Drives must not be stacked on top of each other without their protective drive trays. Even when
drives arefixedinthe drive trays, contacting the exposed PCB orrear-side interface may damage
the drives.

About this Manual

The manual introduces hardware components of PAC Storage PS 4000 Gen2 Series storage system
and expansion enclosures. It also describes how to install, monitor, and maintain them.

For non-serviceable components, please contact our support sites.

Firmware operation: Consult the Firmware User Manual on the CD-ROM.



Revision History

| Version | Date | Desoripon |

1.0 September 2019 | Initial release



Hardware Specifications

Specification Summary

CPU

Controller
Host Ports

Cache Memory

Supported Drives

Protocol Support

2U 12-bay PS 4012 Gen2

2U 25-bay PS 4025 Gen2

3U 16-bay PS 4016 Gen2

4U 24-bay PS 4024 Gen2

PS 4000 Gen2 Series:

- Intel Skylake-D (Xeon-D)8-Core
Dual redundant controllers

Onboard host ports:

- 8 x 10GbE ports (SFP+) (4 per controller)

More host options:

- 16x16Gb/s Fiber Channelports (8 per controller, No Remote
Replication support)

- 8 x 32Gb/s Fiber Channel ports (4 per controller)

- 8x10GbE ports (SFP+) (4 per controller)

- 8x10GbE ports (RJ-45) (4 per controller)

- 8 x 25GbE ports (SFP28) (4 per controller)

- 8 x 12Gb/s SAS ports (4 per controller)

NOTE: Fiber channel supports point-to-point and switch
mode.

Default DDR4 16GB, upto 32GB, 64GB, 128GB, 256GB or
512GB

Cache Backup Technique Super capacitor + Flash module
L EVA T W (T T A TR Viaexpansionenclosure: 448 and 896 (with expansionboard)
Drive Connectivity 12Gb/s SAS

Drive Advanced Features

S.M.A.R.T. support/ Automatic bad-sector reassignment/
Dedicated bandwidth to each connected drive

2.5-inch SAS SSDs

2.5-inch SATA SSDs

2.5-inch 10,000 RPM SAS drives
2.5-inch 15,000 RPM SAS drives
3.5-inch 7,200 RPM Nearline SAS drives
3.5-inch 7,200 RPM SATAdrives

NOTES:

1. MUX board is required when using SATA drives for dual
controllers.

2. For the latest compatibility details, please refer to
Compatibility Matrix.

File level protocol:

CIFS / SMB

AFP

NFS

FTP

FXP

WebDAV

(See next page)




Specification Summary

EonCloud Gateway

EonCloud Gateway

Expansion
Enclosure
Supported Models

RAID Functionality

Green Design
Availability and
Reliabilit

Environment

Block level protocol:

FC

FCoE

iSCSI

SAS

Object protocol:

RESTful API

Support the integration with following cloud providers:
- Amazon S3

- Microsoft Azure

- Alibaba Cloud

- Google Cloud

- Baidu Cloud

- Tencent Cloud

- OpenStack

PS12J2

PS16J3

PS24J2

PS60J4

Global, designated, or enclosure hot-spare

RAID levels supported: RAID 0, 1, 3, 5, 6, 10, 30, 50, 60
Online expansion by:

- Adding new drives

- Copyingandreplacingdrives withdrives of larger capacity
RAID migration

Configurable stripe size and write policy persystem
Intelligent drive handling:

- Indegraded mode: skips irreparable blocks to continue rebuild

- In normal operation: data-block verification and repair

- 80 PLUS-certified power supplies delivering more than 80% energy
efficiency

- Intelligent multi-level drive spin-down

Redundant, hot-swappable hardware modules/ CacheSafe technology/
Device mapper support

Power supplies: Redundant/hot-swappable 530W x 2

AC voltage: 100VAC @ 10Ato 240VAC @ SAwith PFC (auto-switching)
Frequency: 47-63Hz

Temperature:

- Operating: 0t040°C withoutBBU or CBM/0to 35°C withBBU or CBM
- Non-operating: -40 to 60°C

Altitude:

- Operating: sea level to 3,048m (10,000ft.)

- Non-operating: sea level to 12,192m (40,000ft.)

Relative humidity:

- 510 95% non-condensing, operating and non-operating

(See next page)




Specification Summary

Regulatory

Package Dimension

Safety: UL, BSMI, CB

Electromagnetic compatibility: CE, BSMI, FCC
PS 4012 Gen2

- 447mm x 88mm x500mm

PS 4025 Gen2
-447mm x 88mm x500mm

PS 4016 Gen2
-447mm x 130mm x 500mm

PS 4024 Gen2

-447mm x 175mm x 500mm

NOTES:

- The dimensions do not include chassis ears / protrusions.
- The dimension orderis W x H x D.

PS 4012 Gen2
- 780mm x 379mm x 588mm

PS 4025 Gen2
- 780mm x 340mm x 588mm

PS 4016 Gen2
- 780mm x 423mm x 588mm

PS 4024 Gen2
- 780mm x 465mm x 588mm

NOTE: The dimension order is W x H x D.




Package Contents
Check the Unpacking List for the complete list of contents and exact quantity of the components of

your system.

NOTE: The contents and quantity may vary depending on the system model and order requests.

System Package

Rackmount kit

Enclosure chassis

Unpacking list and China RoHS Powercord,cable,and

compliance documentation accessoryboxes
Power Cord, Cable, and Accessory Boxes
M5 Cage nut M5 screw
Power cord 2.5-inch/3.5-inch HDD
No. 10-32 screw M6 screw
screws

Mounting enclosure
screws and nuts

PAC Management Quick installation guide
Software Quick start
guide
PAC Management
Software CD

RS-232C serial cable

(mini USB to DB9)
Power cord clamp set

10



Pre-Installed Components

PSU/cooling module

HDD tray
(PS 4025 Gen2 only)

Rackmount Kit Contents

2xRackearbrackets
(left andright)

-0OR -

2 xRack slide rails
(leftand right)

Controller module

2 x Inner glides 4 x 25 mm M5 screws

6 x L4 No. 6-32

flathead screws 4 x 25 mm M6 screws

8 x 9.0 mm M5 4 x 25.4 mm

truss head screws No. 10-32 screws

4 x M5 cage nuts

NOTE: Seesection 2.2.2 Installing the Rackmount Kit for the types of mounting kit and the exact

package contents.
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Productintroduction

This chapterintroduces thelook andfeel of PAC Storage PS 4000 Gen2 Series systems,
features, and the supported components.

1.1 Overview

This manualintroduces PAC Storage PS 4000 Gen2 systems that support 3 Gbps, 6 Gbps,and 12
Gbps SAS and Nearline SAS, SATAhard drives and SSDs. These systems are designed to utilize
2.5-inchand 3.5-inchhard drives. Drive capacity canbe expanded by attaching expansionhard drive
enclosures.

PS 4012 Gen2

PS 4025 Gen2

PS 4016 Gen2

12






PS 4024 Gen2

1.1.1  Major Components

NOTE: Upon receiving the system, check the package contents and compare them to the
Unpacking List. If one or more of the modules are missing, please contact your system vendor.

Controller and Interface

Each system has controllers, and each controller comes with pre-installed DIMM modules. Italsohas a
CBM (cache backup module), amodule that has a super capacitorand an FBM (flash backup module).
With the CBM, the cached data is quickly distributed to the FBM to save the data permanently with the
supportofthe supercapacitorif poweroutage occurs. With the super capacitor’s fast-charging feature, it
candistribute a fair supply of power to the controller, so the controller can save cached data to the FBM
immediately and permanently.

Also,the embedded firmware features earth-friendly and smartalgorithms thatyou can use to customize
your system’s hardware settings such as power-saving modes, variable fan speeds, and exiled drive
handling.

Expansion Controller and Interface

Theexpansionenclosure is managed by expandercontrollers thatdistribute data flowtoindividual disk
drives and reportoperating status through a proprietary enclosure service via in-band protocols. The
enclosure, along with other expansion systems, connects to a SAN system and serves as a building
block of a scalable configuration.

For supported protocols, the firmware supports communications with enclosure devices, SAS/SATA disk
drives, and SAN system that features SAS expansion ports.

Forphysicalconnection, the SASinterface provides easy cablingroutes viamini-SAS connectors. With
the backplane-adapting SAS or SATAdrives, the system can supportenterprise-class SAS, Nearline
SAS, and cost-effective SATA-Il or SATA-IIl hard drives or SSDs. This connection is ideal for adding
large capacity storages to a storage pool.

Power Supply Unit/Cooling Module

There are two PSUs in the system. Each PSU is hot-swappable and is built with a fan to protect the
systemfromoverheating while providing constantpower. The modulararchitecture ofthe systemand
easy accessibility to all major components provide you an easy maintenance.

Chapter 1: Product Introduction



1.2 Chassis

This sectiondescribes the frontandrear panels of PAC Storage PS4000 Gen2 Series’ rugged
storage chassis. The chassis are designed to allow installation to the rack ora cabinet.

1.21 Front Panel
2U Systems

PS 4012 Gen2

PS 4025 Gen2

3U System

PS 4016 Gen2

PS 4000 Gen2 Series Hardware Manual
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4U System

Number

Part

Drive Trays

LED Panel

Mute Button/
Service LED

Rackmount
Holes

Handles

PS 4024 Gen2

Description

Eachdrive trayis hot-swappable and holds a2.5-inch or 3.5-inch
hard drive.

LED panelhasservice, power,coolingmodule, temperature,and
system LEDs.

This button mutes the alarmwhile the embedded Service LED notifies
you that the system requires service.

These holes secure the enclosure to the rackmount kit with the
mounting screws.

Thesehandles allow you to push/pullthe enclosure to/fromthe
cabinet installed in the rackmount kit.

Chapter 1: Product Introduction



1.2.2 Rear Panel

Single Controller Systems

PS 4000 Gen2 Series Hardware Manual

2U Systems

3U System

4U System

1-5



Dual Controller Systems

Number | Part

(1) Controller A

ControllerBor
Dummy Cage

PSUs/Cooling
9 Modules

Power Buttons

2U Systems

3U System

4U System

Description

This controller module contains the SAS expansion board which
distributes I/O functions to and from the managing RAID system.
This also handles the status of the components via the SAS links
with the RAID system.

This partcontainsthe secondcontroller, also called theredundant
controller. This controller takes over the system functions when
ControllerAfailstoprocess. Forsingle controller system, this
contains a dummy cage.

These hot-swappable PSUs provide power to the storage system
and each PSU has a cooling module.

Thesebuttonsallowyoutoturn ON/OFF yourstorage system.

1-6
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1.2.3 Internal Backplane
Theinternalbackplaneisacircuitboardthatseparatesthefrontandrear parts ofthe chassis. This
board provides logic level signals and low voltage power paths. The thermal sensors and 12C devices
areembedded todetect systemtemperatures and PSU operating status. This board is comprised of non
user-serviceable components.

WARNING!

* Accessing the backplane board may lead to serious damage to the system.

* Physical contact with the backplane board may cause electrocution.

1.3 Front Panel Components
This section describes the front panel components of PS 4000 Gen2 Series systems.

1.3.1 LEDs and Button Panel

The LEDs onthe panels allow you to know your system’s current status when turned on, while the
buttons have a specific function that you can set.

2U Systems 3U System 4U System
Number Part Description
. This LED provides the status whenthe systemrequires service or
0 Service LED currently in service.
Power LED This LED provides the status of the system’s power.
CLJE%Ing Module This LED provides the cooling module’s status.
e I(Ergperature This LED provides the system’s temperature status.
System LED This LED provides the system’s operation status.
Mute Button/ This button mutes the alarmwhile the embedded Service LED
Service LED notifies you that the system requires service.

PS 4000 Gen2 Series Hardware Manual
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NOTE: For more details regarding the LEDs and their respective status, refer to 3.1.1 LEDs.

WARNING! If critical faults are indicated on the LED panel, verify the cause of the problem as soon as
possible and contact your system vendor for a module replacement.

1.3.2 Drive Tray Bezel

Thedrive tray bezelis designed toaccommodate both SAS and SATA-interfaced hard disk drives. Get
familiarized of the components of your system’s drive tray bezel.

PS 4012 Gen2, PS 4016 Gen2, and PS 4024 Gen2

o
PS 4025 Gen2
Number Part Description
0 ReleaseButton  This button unlocks the drive tray from the drive tray slot.

DriveBusyLED  This LED provides the status of the hard disk drive.

Power Status

LED This LED provides the power status of the hard disk drive.

WARNING! Be careful not to drop or put heavy objects on the drive tray, as these may cause to bend
ordeform the drive tray’s structure. If the drive tray is deformed, it may not fitinto the system’s drive bay.

Chapter 1: Product Introduction



1.4 Rear Panel Components
This section describes the rear panel components of GS 3000/4000 Gen2 Series systems.

1.4.1 Controller Module Interface

Thel/Ointerfaces of the controller module allow you to connect to other devices and the LEDs allow you
to know the status of your controller.

Number Part

0 CBM (Cache Backup Module)
Host Board Ports
Controller Status LEDs
@ SAS Expansion Ports
USB 3.0 Port
Mini USB Connector (Console)
6 Onboard Host Ports
Restore Default Button

Restore Default LED

Ethernet Management Port

WARNING! The PS 4000 Series controllermodule is built of sensitive and non-replaceable
components. You canonlyreplace the controllermodulewhenyoualready have the replacement.
Unnecessarytampering may damage the controller.

NOTES:
*  The host boards are add-on components.

+ The Ethernet management port supports 100 Mbps and 1 Gbps speeds.

*  Whenever an onboard host port cable is not plugged in, insert the dust cap bundled in the package.

* Formoreinformation about CBM, see section 1.4.4 Super Capacitor and Flash Backup Module.

PS 4000 Gen2 Series Hardware Manual



1.4.2 Controller Module Interfaces of the JBOD Models

The expansion controller contains a circuit board within a metal canister, integrated with the hot-
swap docking connectors atthe backend. The SAS wide ports on the interface faceplate connecttoa
managing PS system or other expansion systems.

Number Part

0 Extraction Levers/Screw Holes
SAS Expansion Port StatusLEDs
SAS Expansion Ports

e Controller Status LED
Mini USB Service Port

WARNING! Youcanonly remove the controllerwhenyou already have the replacement. The JBOD
(expansion) controlleris built of sensitive components. Unnecessary tampering may damage the
controller.

1-10 Chapter 1: Product Introduction



143 PSUs/Cooling Modules

The PS 4000 Gen2 Series systemhas tworedundant, hot-swappable PSUs thatprovide power and
built with a cooling fan that helps with the airflow, providing an efficient ventilation.

Number Part

0 Extraction Lever
Retention Screw
Power Socket

9 Power Switch

PSU Status LED

Fan

Whenthe cooling modules operate under normal conditions, the cooling fans run atalow speed. The
coolingfansraise theirrotation speedto increase the airflow under the following conditions:

+  Component failure: if the cooling module, PSU, or a temperature sensor failed.

+  Elevatedtemperature: ifthe temperature breaches the upperthreshold setforany of the interior
temperature sensors.

+  Duringtheinitialization stage, the cooling fans operate ata high speed. The speed is lowered when
the initialization is complete and no errors are detected.

NOTE: There are two upper temperature thresholds: one for event notification and the other for
triggering high fan rotation speed. Youcan change the preset values forevent notification using the
firmware-embedded configuration utility. Refertothe firmware operation manualfordetails.

PS 4000 Gen2 Series Hardware Manual 1-11



WARNING!

« Ifanyofthe LEDslights upinred, contact yourlocal vendor to request for a replacement
immediately.

*  Whenremoving the system PSU/cooling module, pull the module for about 3inches then wait for at
least 10 seconds before removing the whole module from the enclosure.

+ DONOT runthe system with faulty PSU/cooling module(s) as it may cause disruption of the airflow
resulting in overheating.

CAUTION! Keep your body away from the moving parts of the system.

1.4.4  Super Capacitor and Flash Backup Module

PS 4000 Gen2 Series system has a CBM (Cache Backup Module), which is comprised of a super
capacitor and flash backup module, installed in the controller. The super capacitor provides power,
allowing the system to store cached data to the flash backup module permanently in case of power
interruption or outage.

NOTES:

+ Thesupercapacitoris partially charged when shipped. Whenyou turn ON the system, the super
capacitorwillcharge toits full capacity forafew minutes. Ifitis notcharging, theremaybe a
problem. Contact your system vendorimmediately. Youcan also check the status of the super
capacitor via the PAC Management Software or the firmware. Refer to the manuals for
more details.

* The flash backup module is located under the super capacitor.

1-12 Chapter 1: Product Introduction



1.5 System Monitoring Features

This section describes the differenttypes of system monitoring features that provide the operating status
of each component.

1.5.1 Expansion Enclosure Support

Monitoring System

A managing PS system is aware of the status of connected expansion system’s components such as:

«  Expander controller (presence, voltage, and thermal readings)
*  PSU/Cooling module

*  Enclosure thermal sensor

»  Service (the Service LED signals the specific enclosure)

* Hard disk drives

Expansion System Identifier

The managing system sets offthe alarm and delivers the warning messages ifthere is a conflict
between the expansion systems.

If more than one expansion system is connected to the managing PS system, each needs a unique
enclosure ID set using the rotary switch on the LED panel. For example, the firmware automatically
disconnects the second expansion systemifitis connected online and comes with anID identical to the
first expansion system.

NOTE: The expansion system IDs are numbers 1 to 15. For more details, see section
2.3.6 Expansion Connections.

Cooling Module Speed Adjustment

Ifany ofthe detected temperaturereadings breachesthe temperature threshold, the firmware running
onthe managing PS system automatically increases the rotation speed of all cooling fans.

Expansion Enclosure Status Monitoring

The system connecting with expansion systems (JBOD) can acquire the component status with other
enclosures via a proprietary enclosure monitoring service using the in-band connectivity. No additional
management connection is required.

I2C Bus

The detection circuitry and temperature sensors are interfaced via a non-user-serviceable I?C bus.
Whenthe expansion systems are connectedto PScontrollers, the componentstatusis reported through
in-band protocols over expansion links, which is managed by a proprietary enclosure service.

Firmware (FW) and PAC Management Software

+  Firmware (FW): The firmware is preloaded and is used to configure the system. Access the F\W via
aterminalemulation programrunning on amanagementcomputer connectedtothe system’s serial
port.

PS 4000 Gen2 Series Hardware Manual



+  PAC Management Software: PAC Management Software isanotherbrowser-based GUI
(graphical userinterface)software thatyou caninstall into a local or remote computerand
access via the network. The managing system communicates with the array via connection of
the existing hostlinks orthe Ethernetlink to the array’s Ethernet port.

1.5.2 Audible Alarms

Thesystemcomeswithaudiblealarmsthatare triggered when certainactive componentsfailor
whenspecific controlleror systemthresholds exceed. Wheneveryouhearan audible alarm, you must
determine the cause and solve the problem immediately.

Event notification messages indicate the completion or status of array configuration tasks and are
always accompanied by two orthree successive and prolonged beeps. Youcan turn offthe alarm using
the mute button on the front panel.

WARNING! Failure torespond when an audible alarmis set off can lead to permanentdamage to the
system. When you hear an audible alarm, solve the problem immediately.

1.6 Hot-Swappable Components

The system has anumber of hot-swappable parts that you can change while the systemis still online
without affecting its operationalintegrity.

These hot-swappable components are user-maintained:

«  Controller module

+  PSU/cooling module

+ Hard disk drive

IMPORTANT! Only remove these hot-swappable components when replacement is needed.

NOTE: Anormal airflow ensures sufficient cooling of the system and this can only be attained when
all components are properly installed. Remember to only remove the failed componentifthereis a
replacementonhand. Formoreinformation onreplacing hot-swappable components, see chapter
System Maintenance.

Chapter 1: Product Introduction



Hardware Installation

Thischapterdescribesinstallingthe modularcomponents suchasharddrives, cards,
and other optional installation or connections such as expansions and rackmount.

2.1

Installation Prerequisites

Take note of the following installation prerequisites before you start with the installation:

Static-free installation environment

Installthe systemin a static-free environmentto minimize the possibility of ESD (electrostatic
discharge) damage.

Component check

Before the installation, ensure thatyou received all required components by verifying the package
contents with the Unpacking List document. Thisdocumentisincluded inthe package. Ifthereare
items missing and/or damaged, contact your vendor for a replacement.

Hard drives

The SAS/SATAdrives are purchased separately and mustbe available before the system
installation.

Cables

Allcables thatconnectthe systemtothe hosts are purchased separately. Contactyourvendor for
the list of compatible cables.

Memory modules

Ifyouwantto change the pre-installed DIMM modules, ensure thatthey are compatible and
purchased from a qualified vendor. Contact your vendor for the list of compatible DIMMs.

Rackmount equipment

The rack slide rails are optional accessories. If you need to install it, see section
2.2.2 Installing the Rackmount Kit.

IMPORTANT! Install the system firstto the rack or cabinet before installing the hard drives into the
system.

Ensure thatyou are familiar with the exact position of each plug-in module and interface connector. Also,
ensure to handle the cables with care when connecting between systems installed in the rack with a
correctrouting paths carefully planned. DO NOT bend or twist the cables as this may cause emission
interference and accidental cable disconnection.



2.2 Installation Procedures

This sectiondetails theinstallation procedures ofthe system, its components, and connections between
equipment. The installation procedures in this section are in order, so it is strongly recommended
thatyoufollow the said orderto reduce the time consumed during installation and preventinstallation
mistakes, technical mishaps, or physical injuries.

2.21 Unpacking the System

Whenyoursystem package has arrived, check and confirmif the contents of your package are complete
by referring to the Unpacking List document, which is bundled with your package.

Accessory Box Contents
This box contains the following:

«  Serial portcable

+  Screws

*  Quick installation guide

+  Support CD (PAC Management software and manual, firmware operation manual)
+  Power cord clamp set

*  Dustcaps

Pre-Installed Components
Below are the components that are pre-installed in the system:

+  Controllers

*  LED front panels

+  DIMM modules

+  CBM (cache backup module)

+  PSUs including the cooling modules

+  Hard drive trays (for PS4025 Gen2 only)

Components that Need User Installation
You must do the following installation:

+  Assembling of the system to the rack/cabinet
+ Assembling the hard drives to the hard drive tray
+ Installing the host boards

+  Cabling in between systems

NOTE: To install the system to the rack/cabinet, see section 2.2.2 Installing the Rackmount Kit.
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2.2.2 Installing the Rackmount Kit

This section details the overview of the rackmountkit, its assembly, and installation with the storage
system.

IMPORTANT! Please contact ourtechnical supportteamifyou need further helpininstalling your
system/enclosure to the rack.

Preparing the User-Provided Tools
Before assembling the rackmount kit, you must prepare the following tools:

+ 1 xMedium-sized Phillips screwdriver

. 1xSmall-sizedflatblade screwdriver

Types of Rackmount Kit
There are two types of rackmount kit depending on the systems:

. Rack ear mount kit
. Slide rail kit

Rack Ear Mount Kit Contents
Check your rack ear mount kit for the following contents.

(1]

8 x No. 6-32 4x 25 mm M5 screws

1xMounting bracket hexagon washer screws
assembly, leftside

4 x9.0 mm M5
truss head screws

4x25mm M6 screws

1xMounting bracket

assembly, rightside 4 x M5 cage nuts

4 x 25.4 mm
No. 10-32 screws
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Assembling the Rack Ear Mount Kit
To assemble the rack ear mount kit:

1. Determinethe position where the enclosure will be installed to the frontand rear rack posts, then
insert the cage nuts into the designated holes on the front rack posts.

Frontrack post Rear rackpost

2. Install the fixed rails to the rear rack posts using the truss head screws.

@ 9.0mmms

3. Toinstallthe enclosure tothe rack ear mount, this requires an assistance of another person. While
one person holds the enclosure atthe installation height, the other person secures the enclosure
using two 25 mm M5 or M6 or 25.4 mm no. 10-32 screws at the front and eight no. 6-32 screws on
the side panels, four on each side.

No. 6-32 screws

25 mm M5 or @ 25 mm M6 or 25.4 mm No. 10-32 screws
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Slide Rail Kit Contents
Check your slide rail kit for the following contents.

o (4] o

1x Mounting bracket 6 x L4 No. 6-32 4x25mm M5 screws
assembly, leftside flathead screws
1xMounting bracket 8 x9.0 mm M5 4x25mm M6 screws
assembly, rightside truss head screws
4 x M5 cage nuts

4 x 25.4 mm

2xl li
x Inner glides No. 10-32 screws

Assembling the Slide Rail Kit
To assemble the slide rail kit:

1. Determine the position where the enclosure will be installed to the front and rear rack posts, then
insertthe cage nuts into the designated holes on the front rack posts and the truss head screws on
the front and rear rackposts.

Front rack post Rear rack post

Unit boundary

9.0 M5
9.0 mm M5 — 3U/4U, M 5 cage nut position m

2U, M 5 cage nutposition

Unit boundary

2. Loosenthefourscrewsonthe slide railto adjust the length. After the length adjustment, secure the
slide rails to the front and rear rack posts with the 9.0mm M5 truss head screws. Tighten the four
screws on the slide rail to fix the length.

[ Inner glide rail
9.0 mm M5
screws (e

9.0 mm M5
screws
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3.

4.

Attach the inner glides to both sides of the enclosure using the no. 6-32 flathead screws.

No. 6-32

With the assistance of othertwo persons, liftand insert the enclosure onto the slide rails. Ensure
that the inner glides on both sides of the enclosure meet the inner glide rails.
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5. Secure the enclosure using the M5, M6, or no. 10-32 screws from the front.

25 mm M5 or 25 mm M6 or 25.4 mm No. 10-32

Whenthe enclosure is already assembled to the cabinet, you can proceed to the nextinstallation
procedures of other components.
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2.2.3 Installing the Hard Drives

This sectiongives youanoverview ofthe hard drive requirements, installation, and importantnotices
that you must take note.

NOTE: The hard drives are purchased separately.

IMPORTANT!

+ Ensuretoinstallthe enclosure to the rack first before installing the hard drives to the enclosure’s
drive bay.

*  Youmustinstall atleastfour hard drives for RAID 5 configuration or five hard drives for RAID 6
configuration to create an initial volume.

Hard Drive Installation Prerequisites
When purchasing hard drives, ensure to consider the following factors:

+  Capacity (Mb/Gb)

Purchase the hard drives thathave the same capacity. This SAN storage uses the leastcommon
denominator approach, which means that the maximum capacity used in each drive to create
aRAID array is the maximum capacity of the smallest drive. We strongly suggest usinglarge
storage capacity hard drives.

IMPORTANT!

* Theharddrives may carry differentblock numbers, which means that the capacity may notbe
the same evenif they are of the same model with the same rate capacity made by the same
manufacturer.

*  When configuring the hard drives into a RAID array, you can use a smaller capacity as the
maximumdisk capacityinevery harddrive. Forconfiguration options, refertothe interface-specific
firmware manual that came with your enclosure.

+  Profile
The drive trays and bays of the system are designed for 2.5-inch or 3.5-inch hard drives.
*  Drive type
The systemuses 3 Gbps SAS, 6 Gbps SAS, 12 Gbps SAS, and nearline SAS and SATA3G/6G
2.5-inch and 3.5-inch harddrives.
IMPORTANT!
* Ensure that you purchase the correct hard drives.

+ Ifyoupreferusing SATAhard drives in the attached expansions, ensure thatyou purchase MUX
kits.
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Understanding the MUX Kit’s Port Mechanism

Ifyouinstalla SATAhard drive in a dual-controller system, this may require an MUX board. The MUX
board is paired with a hard drive in order to switch data signals between controllers Aand B’s signal
ports.

Hard drive

Backplane

Under normal circumstances, the controller B’s signal ports are in standby mode.

SAS and SATA Interfaces

The SAS interface features a dual-ported connectivity with pins on both sides of its connector while the
SATAdrives have only one port. Inaredundant-controller system, the MUX-supported drive trays must
be separately purchased and applied. The single-controller expansion systems do notrequire an MUX
kit.

Keying notch

Data port
Power connector
Data port
Power connector
IMPORTANT!

* ONLY install the drive trays to the system if the system is already mounted to the rack. If the hard
drives are installed to the system before mounting to the rack, the system will be heavy to mount
and possible impact during installation may damage the hard drives.

+ Handlethediskdriveswith extreme care and observe allESD prevention procedureswhen
installing the hard drives.

*  ONLYusethescrewsthatarebundledinthe system package. Securing the drives withlonger
screws may damage them.
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Hard Drive Designation
Get to know the exact order of the hard drives to avoid removing the wrong drives out of the enclosure.

PS 4012 Gen2

PS 4025 Gen2

PS 4016 Gen2

PS 4024 Gen2

IMPORTANT! Install atleast four hard drives for RAID 5 and five hard drives for RAID 6 to create an
initial volume.
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Installing the Hard Drive into the Drive Tray and Enclosure (for PS4012 Gen2, PS 4016
Gen2, and PS 4024 Gen2)

To install the hard drive into the drive tray and enclosure, follow the steps below:

1. Press the release button to open the spring handle, then gently pull out the tray.

2. Orientthe hard drive to the tray with the interface connectors facing the open side of the tray and
the label is facing up.
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3.

Secure the drive to the correct holes of the tray using the four bundled screws.

HDD/SSD with MUX board
HDD/SSD without MUX board
MUX board screw holes

HDD with MUX board
HDD without MUXboard

HDD with MUX board
HDD without MUXboard
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4. Insertthe assembled hard drive and tray to the enclosure with the spring handle open.

WARNING! Ensure that your system has all the drive bays occupied with the drive trays evenifthere
are no hard drives installed. Without the drive trays, the ventilation is compromised and may cause
overheating.

5. When the tray is fully inserted to the bay, close the spring handle.
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Installing the Hard Drive intothe Drive Trayand Enclosure (for PS 4025 Gen2 only)
To install the hard drive into the drive tray and enclosure, follow the steps below:

1. Press the release button to open the spring handle, then gently pull out the tray.

2. Place the hard drive into the tray.
With MUX Board:
a. Attach the MUX board to the drive.

b. Place the hard drive on the tray (A), then secure the clips to both sides of the tray (B).
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Without MUX Board:
Place the hard drive on the tray (A), then secure the clips to the both sides of the tray (B).

3. Inserttheassembled hard drive andtray to the enclosure with the spring handle open, then close
the spring handle when the drive is fully inserted to the bay.

2.24 Installing the Host Board

NOTES:
+ Adowntime may occur when upgrading the controller/host board.

+ Ifyouareusinga SAS expansion host board, it can be ONLY inserted into host board 2 (which is on
the right), and you cannot insert two SAS expansion host boards.

+ Toaddorreplaceahostboard, the firmware automatically restores the default factory settings of
your system.

IMPORTANT! Wheninstalling ahostboardin asingle-controller system, ensure that you shutdown the
applications and the system.

To install a host board:
1. Disconnect all cables from the controller module that you want to be replaced.

2. Loosen the screws that secure the controller module’s ejection levers to the chassis.

Ejection lever Ejection lever

Mounting hole Mounting hole
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3.

4.

Pushthe ejection levers downwards to dislodge the controller from the system (A), then pull to
remove from the enclosure (B).

Loosen the screws that secure the dummy covers to the controller and remove the dummy covers.
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5. Usethe guide pin to position the new host board to the host board slot, place it carefully (A), then
tighten the thumb screws to secure the host board in place (B).

Guide pin

6. Insertbackthe controller carefully into the module slot (A). When you feel a contactresistance, use
asmall but careful force and push the ejection levers upwards to secure the controller into chassis

(B).

7. Securethecontrollertothe enclosure with the retention screws. Reconnectthe cables tothe
controller module.
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2.3 Connections

This section details the connection procedures of the PS system to the expansions, power
source, connection status, topologies, and other connection configurations.

2.31 General Considerations in Connecting Devices

When selecting the number of hard drives to assemble alogical drive, the host channel bandwidth
and the performance of each drive must be considered. Itis a good practice that you calculate the
performance against the host port bandwidth when designing an application topology.

Forexample, ifeightdrives areincludedinalogicaldrive andis associated withahostID (LUN
mapping), the combined performance ofthis logical drive mustestimate the channelbandwidth. Iftwo
6-drive logical arrays are associated with two IDs residing in a single host channel, there may be a
trade-off with the performance.

Ifyoursystemcomeswithatotalofeightormore hostports, we recommendthatyouuse more disk
drives to an expansion so thatyou can create a host-port that corresponds to 6-member logical drives
(RAID 5)or8-memberlogical drives (RAID 6). These logical drives bring up the bandwidth of each host.

You must also take note of these considerations:

«  Asparedrive thatcarries nodata stripes and does not contribute to disk-level performance. For
performance data information of your hard drive, refer to its documentation.

«  Diskdrivesinthe same logical drive must have the same capacity, butitis preferred that all disk
drivesinachassis have the same capacity. Tiered storage configuration is supported in this setup.
However, you must notinclude both SAS and SATAdrives in alogical drive.

+ A spare drive must have a minimum capacity equivalent to the largest drive that needs
replacement. Ifthe capacity of the spare drive is less than the capacity of the drive to be replaced,
the controller will not proceed with the failed drive rebuild.

«  Whenconnecting betweendevices, follow allthe specifications. Pay attention to the signals and
avoid electronic noise from adjacentinterfaces. DO NOT put power cords on optical cables.

«  Whenrackmounting, leave enough space forthe cables. DO NOT bend themto adiameter ofless
than 76 mm (3inches).

*  Routethe cables away from places where it can be damaged by other devices such as foot traffic
or fan exhaust.

+ DO NOT over-tighten, twist, or bend the cables.

Configuring the Host-Side Topologies
When configuring host-side topologies, avoid the points of failure. Itis recommended thatthe host ports
are connected to at least two HBAs (Host Bus Adapters).

NOTES:

+ Tomanagethefault-tolerantdata paths and optimize datathroughputonmultiple data paths, you
must apply multipathing utilities such as Linux Device Mapper.

+ Hostportchannel designation may vary by system. Referto the topologies of this manual to create
your own connections that suit your needs.
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Configuring the Host-Side Parameters

Forthe host-side parameters, we strongly recommend thatyou use the default settings of your system.
Ifyouneedtoadjustthe host-side parameters, consultyouron-site technical personnel orseek
technical support from yourvendor.

Familiarizing the Maximum Concurrent Host LUN Connection (Nexus in SCSI)

The menu option Max Number of Concurrent Host-LUN Connection allows you to set the maximum
numberofconcurrenthostLUN connections. Thisisthe arrangementofthe controllerinternalresources
to use with a number of current host nexus.

Forexample,ifyouhavefour hosts(A,B,C,andD)and four hostIDs/LUNs (IDs0,1,2,and3)in
a configuration, where:

+  HostAaccesses|D0(onenexus)
+  HostBaccessesID 1 (onenexus

)
+  HostCaccesses D2 (onenexus)
+  HostDaccesses D 3 (one nexus)
These connections are queued in the cache, which are called four nexus. If there is an I/O in the cache
with these four nexus and another host I/0 comes with a nexus different from the fourin the cache (e.qg.
hostAaccesses ID 3), the controller returns as busy. This happens with the concurrent active nexus. If
the cacheis cleared, itaccepts four different nexus again. Many I/O operations can be accessed via the
same nexus.

Knowing the Maximum Queued 1/0 Count

The menu option Maximum Queued I/O Countallows you to configure the maximum number of /O
operations per host channel that can be accepted fromthe servers. The predefined range is from

1t0 1024 1/0O operations perhostchannel. Youcanalsochoose Auto, which setsthe automatic
configuration. The defaultvalue is 256 1/O operations. The appropriate setting for this option depends
onhowmany I/O operations the attached servers are performing. This varies according tothe amount
of the host memory present as well as the number of drives and their respective sizes. Usually, the
optimum performance occurs from using Auto or 256 settings. For more information, refer to the
firmware manual that came with your system.
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2.3.2 Fiber-Host Connections

The FC (Fiber Channel) standard allows optical connections. The optical cables are used overlong
distances and have been proven to be more reliable. Due to the demands of high transfer rates, optical
cablesare preferredfora4 Gbps, 8 Gbps, 16 Gbps, or 32 Gbpsfiberconnectivity, as they are not
vulnerable to EMI.

Thefiberhost ports are connected tofiber channelHBAs (hostbus adapters)thatfeature SFPinterface
with full duplex transfer supportin a PCle interface. For the latest certified items, please contact the
vendor near you.

WARNING!

+ Alifibercables are sensitive and must be handled with care. Toavoid interference, the cabling path
must be carefully planned without the cables getting bent.

+ Lasersarehazardous and may causeblindness orpermanenteye damage. Use themwith utmost
caution. Never look directly when lasers are turned on or operating.

Detecting Auto Speed

Speed auto-detection is specified by the fiber channel standard. Ifa 16 Gbps portis connected to an
8 Gbps port, the speed slows down at 8 Gbps. If there are 16 Gbps ports on both ends of the link, the
speed runs at 16 Gbps.

SFP/SFP+ Transceivers

AnSFPtransceiverconverts electricaldatasignalsintolightsignalsthentransfersthese signals
transparently viathe opticalfiber. Atransceiverprovides bi-directionaldatalinks, alasertransmitter (for
fiber optic cables), LC connector, and a metal enclosure to lower the EMI.

Otherfeatures ofatypical SFP transceiverinclude asingle power supply, low power dissipation, and
hot-swap capability. Itis also important that the transceiver you use meets the FC performance and
reliability specifications.

WARNING! The SFP transceiver has alaser diode featuring a Class 1 laser. Toensure safety, DO
NOT remove any covers or attempt access of the inside of the device. If problems arise orif you need
technical service, contact qualified personnel.

FC Port Dust Caps

Dust caps are bundled inthe package. Whenever aonboard host port cable is not plugged in, insert the
dust cap.

Dust cap
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Fiber-Host Topologies
The fiber-host standard supports three topologies:
¢ Point-to-Point Topology

A direct connection between two fiber-channel devices. The simplest among the three topologies.
* FC-AL (Fiber Channel Arbitrated Loop)

Thefiber-channeldevicesareallconnectedtoaloop. EachdeviceisassignedtoanAL_PA
(Arbitrated Loop Physical Address). FC-AL supports 124 devices inasingle loop. Thisis the most
commonly-used topology among thethree.

. Fabric Switch

Thistopology can supportup to 224 fiber-channel devices and allows multiple devices to
communicate simultaneously. Afiber switch is required to implement this topology.

IMPORTANT! Ifdifferentservers needtoaccess yourlogical drive, file locking, FC switch zoning, port
binding, and multipath access control configurations are necessary.

Fiber Cabling
Before you set up your fiber cabling connection, you must:

a. Createaconfiguration plan. Inadditionto cabling topologies and the listof networking components,
you must also include the firmware and software maintenance details.

b.  Confirm that your fiber-channel cable’s loop measures 6 inches or longer.

c. Ensure proper airflow and keep the cables away from ventilation outlets.
To connect devices using fiber cable:

1. Take out the SFP transceiver module from the static protective package.

2. Remove the dust cap from the SFP transceiver module.

SFP transceiver module j
\_I| —I,\_
_T AN
=
L-L
% .

¥ Dust cap
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3. Insertthe SFP module into one of the system host ports. The module will snap into place.

NOTE: The drawing of the controller is for reference only. Look for the actual system host ports in your
PS 4000 Gen2 system.

4. Removethetwo protective caps fromthe LC-to-LC type cable. Save the protective caps for future
use.

Protective caps

LC+Ho-LC cable

5. Insertthe LC-to-LC cabletothe SFPtransceiver module already connectedtothe system. Youcan
hear a clicking sound, securing the cable in place.

NOTE: The drawing of the controlleris for reference only. Look for the actual system host ports in your
PS 4000 Gen2 system.

6. Removethe protective capsonthe otherend ofthe cable, then connectto an SFP transceiver
module onaFiber Channel switch portoraFiber Channel HBA (hostbus adapter) port.

2-22 Chapter 2: Hardware Installation



Simple End-to-End Connection

This connection type shows a simple end-to-end connection, with each SFP port connected to a host
adapter. Multiple logicaldrives, logicalvolumes, andlogical partitions are created and each partitionis
mapped to a corresponding host channel ID/LUN combination.

HBAD HeAL HBAD HBA1

CHOB 113 ¢ (AL12 CH2 /112 C IB113
CH1 B11¢ C AL12 CH3 /112 C :!B113

ALV BLV
ALV BLV
LD LD
LD LD CHOA112 CHOB113 CH2A112 CH2B113
CH1A112 CH1B113 CH3AL112 CH3B113
RAID JBOD
Channels Controller A Controller B
| Host CHO, CH1, CH2, CH3 CHO, CH1, CH2, CH3 |

Configuration Information

Number of Controllers 2
Host Servers 2
Data Path Connection Fault-tolerant data paths

NOTE: Youneed a multipathing software such as MPIO or Linux Device Mapper to control and
optimize the access to logical drives via multiple data paths.
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DAS (Direct-Attached Storage) Connection

This connection has more disk drives over SAS expansion links. With this connection, you can create
morelogicalgroupsofdrives. Theselogicaldrivesuse morehostchannellIDsorLUNnumbers.

Thetwological drivesin the illustration below cannot equate the full power of the system. Youcan attach
one or two more expansion enclosures to achieve more end-to-end performance.

HBAO HBA1 HBAO HBA1

CHO D112 CH1ID112 CH2ID112 CH3 D112

CHOID 112 CH2 1D 112
CH1ID 112 CH3ID 112
LDO LD1
| Host CHO, CH1, CH2, CH3 |

Configuration Information

Number of Controllers 1
Host Servers 2
Data Path Connection  Simple end-to-end connections with fault-tolerant pairs

NOTE: Ifaserver has multiple data paths to a SAN storage, a multipathing software suchas MPIO, is
needed.
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Switched Fabric Connection in Dual Controller

Inthis type of connection, the channel link bypassiis provided by external FC switches. Each application
server shownin the illustration below is equipped with two HBAs with FC links, connecting viatwo FC
switches to the SFP ports on individual controllers.

Haao HeAl HBAD HBA1 HBAD HeAL HBAD HBAL

CHOB114  CH2B118 CH1A112 CH3A116 CH1B114 CH3B118
CHOA115  CH2A119 CH1B113  CH3B117 CH1All5 CH3AI19

CHOA112 CHOB114 CH1A112 CH1B114
CH2A116 CH2B118 CH3Al116 CH3B118

CHOB113 CHOA115 CH1B113 CH1A115
CH2B117 CH2 A119 CH3B117 CH3A119

RAID

JBOD

Channels Controller A Controller B
Host CHO, CH1, CH2, CH3 CHO, CH1, CH2, CH3

Number of Controllers 2

Host Servers 4 (or more via FC switches)
FC Switches 2 (or 1 into 2 zones)

Data Path Connection Fault-tolerant data paths

Each logical partition is redundantly mapped to multiple host channel IDs in an AAPP (Active-Active-
Passive-Passive) configuration. Logical volumes are managed by either controller A or controller B. The
passive IDs will only become functional when a single controller fails in the system.

The MPIOdriverisneeded ontheapplication servers. Thisdrivercommunicates withthe system
firmware and performs load balance and automated distribution of I/O’s across the preferred paths
(active IDs on data paths). TPGS (Target Port Group Service) is supported so that the I/O’s are routed
to the preferred paths.
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Switched Fabric Connection in Single Controller

Inthis type of connection, each SFP portis connected to an FC switch then to the hostboard adapters.
Eachlogical partition is mapped to a single host channel ID. If you prefer path redundancy, you can map
a logical partition to IDs residing on two different channels.

HBAO HBA 1 HBA 0 HBA 1

CHOA112 CH1A112 CHOB114 CH1B114
CHO A115 CH1A115 CHO B113 CH1B113

CHO A112 CHO0B114
CH1 A112 CH1B114

LDO LD1
Channels Controller A
Host CHO, CH1, CH2, CH3

Configuration Information

Number of Controllers 1
Host Servers 4

The data paths are connected to one or more FC switches. The SAN
Data Path Connection managementmeasures, suchasswitchzoningand portbinding, must
betakentoavoid multiple serversfromaccessingthe same LUN.

If multiple servers detecta mapped volume, you have to avoid access contention using file locking
software, port binding, or zoning feature of the FC switches, which limits the access from hostto a
specific LUN. Ifyou have two serversina clustered configuration, the clustering software will perform
the access control.
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IMPORTANT!

+  Wesuggestyouto use anenclosure-specificsparedrivetopreventitfrom participatinginthe
rebuild of alogical drive on another enclosure. You can refer to the ID tags on the host links to see
the related LUN mapping and cable links routing paths.

*  Youneed MPIOdrivertomanage the access viatwo different HBA ports. This driver communicates
with the system firmware and performs load balance and automated distribution of I/O.

2.3.3 SAS-Host Connections

This section details aboutthe connections between SAS and hostusing SAS cables. The SAS cables (8
pairs of 28 mm AWG) are characterized by the following:

+ 100 Ohms
+  Black color
+  UL-approved, lead free, 50 cm, 120 cm, or 170 cm in length

+  Connectors must be secured to the receptacle of the chassis using a latching mechanism.

WARNING! The SAS cables are sensitive and must be handled with care. To prevent interference
within the rackmount, the cable routing path must be carefully planned and the cables must not be bent.
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DAS (Direct-Attached Storage) Connection with Redundant Host Path

Dual Controller Models

HBA 0 HBA 1
CHOAID CH1BID
CH1 AID CHOBID
CHOAID CHLAID CH1BID CHOB ID
CHOBID CH1BID CHLAID CHOAID
LV
LD LD
RAID
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*  Single Controller Models

HBAO HBAL

CHO AID 1AID

LD

RAID

NOTES:

+  Withmore hard drives over SAS expansion links, you can create more logical groups of drives. Avail
the logical partitions using more LUNSs.

+ Ifyouroperatingsystemis Windows® 2003 server, you need amultipathing software suchas MPIO
or Linux Device Mapper to control and optimize the access to logical drives via multiple data
paths.
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DAS (Direct-Attached Storage) Connection to Two Servers

CHO AID | | CH1 AID
LV LV
LD LD
RAID

NOTE: Ifyouwantyour LUN to be accessible by multiple hosts, use file locking or multipath access
control.
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2.34 Ethernet-Host Connections
Before performing the connections between Ethernet and host, take note of the following requirements:
«  Ethernetcablesare user-supplied. We recommend using CAT5e shielded STP type network

cablesorcableswith better performance types (importantformeeting the requirementsimposed by
emission standards).

+  Use of straight-through Ethernet cables with RJ-45 plugs.

+  Useofcross-overcables. These cables are automatically detected and rerouted foravalid
connection.

See below the list of connection types:
+  Directly to iSCSl initiators (software or hardware) or via the Gigabit Ethernet switches.

+  ToserversequippedwithiSCSIHBA, preferably ahardware TOE (TCP/IP Offload Engine)card,
then to client stations with an Ethernet NIC or iSCSI HBA.

+  Thesystempresentsitslogical volumes via SCSI-like IDsand LUNs. These RAID volumes then
appear as iSCSI targets via the network.

IMPORTANT! Eventhoughthe iSCSlinitiator software is a cost-effective way of buildinganiSCSI
SAN, this software initiatoradds additional workload to the server CPU. We recommend applying
iSCSI HBAs that come with TCP/IP offload engines in order to reduce overhead.

Network and Host Connection Topologies

TheiSCSI host ports must be connected to Ethernet network devices and iSCSl initiators that comply
with IETF iSCSI standard (RFC 3720). The network connection ofthe iISCSI ports is flexible. The use of
network connectingdevices, subnet,name servers, oriSCSImanagementsoftware variesfromcaseto
case.

Note thatthe host NIC ports and the storage system’siSCSI host ports mustbe configuredin the same
subnet, and the following:

+  UsetheEthernetmanagementportformanagementpurposesonlysuchas PAC
Management Software ortelnet console. This port must not be used for I/O processes.

+  Configurations suchassubnetorvirtual LAN can separate iSCSIhostlinks, decrease overhead,
and eliminate the impact of link failure.

*  Multiple arrays orlogical partitions can be created and made available separately via different IDs
orLUNs on hostports. Usually, a RAID5 logical drive of 8 members sometimes brings optimal array
performance.
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IMPORTANT! Ifyouare usingMicrosoft's softwareinitiator, uncheck the embedded MPIO function
when installing the software as the MPIO selection creates conflict with MP1O driver.

High Availability IP SAN with Redundant Controller

HBA
VLAN 0
CHO CH1 CH2 CH3
LDO LD1
CHO AID* CH1 AID*
CHO BID CH1BID

VLAN 1
CHO CH1 CH2 CH3
LD 2 LD3
CH2 BID* CH3 BID*
CH2 AID CH3 AID
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Component Description

SAN Storage System Redundant controllers with a total of 8 host ports

HBA
GbE Cables
GbE Switch

Software

RAID Configuration

CHO AID*
CH1 AID*

CH2 BID*
CH3 BID*

iSCSl initiators, preferably PCle TOE (TCP/IP offload engine) capable
cards

GbE network cables

Ports divided into 2 virtual LANs to separate access from host to targets

MPIO to manage the fault-tolerant paths with failover/failback andload
balance capabilities. Use MPIO multipathing software for the operating
systemtoidentify the alternative paths tothe samelogical drive.

This configuration does not support remote replication functionality.
To set up remote replication, refer to High Availability IP SAN
(Recommended for Remote Replication) or High Availability IP SAN
with Port Trunk (Remote Replication-Enabled).

Fourlogical drives (each logical drive has fourmember drives).
Youcaninclude the drives fromthe expansion systems forbetter
performance.

LDO mapped to CHO AID and CHOBID; LD assigned to controller A
LD1mappedto CH1AIDand CH1BID; LD assigned to controller A
LD2 mapped to CH2 AID and CH2 BID; LD assigned to controller B
LD3 mapped to CH3 AID and CH3 BID; LD assigned to controller B

Logical drive assignment

IMPORTANT! Inthe event of single-controller failure, alogical drive is accessed via the host IDs
managed by the alternate controller. The host IDs and port IPs do not failover to the remaining
controller. In this case, MPIO driver is necessary for path redundancy and controller failover.
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Single Controller with Fault-Tolerant Path

CHoIDO

CHOID O

CH2ID 0

CH2IDO

CH1IDO

CH1IDO

CH3ID 0

CH3IDO

CHOID 1

CHOID1

CH2ID1

CH2ID1

CHLID1

CH1ID1

CH3ID1

CH3ID1

VLAN1
GbE switch

LV
LV
Lb CHOIDO CHOID1
LD CHLIDO CHLID1
RAID+JBOD

CH2IDO
CH3IDO

V LAN2

CH2ID1
CH3ID1

Component Description

HBA or NIC

cards
GbE Cables GbE network cables
Software

balance capabilities

RAID Configuration *  Two logical drives

SAN Storage System Single controller with 4 host ports
iSCSl initiators, preferably PCle TOE (TCP/IP offload engine) capable

MPIOto managethefault-tolerant paths with failover/failback andload

*  Fourlogical partitions (created from two logical volumes)

+  Twological volumes (each contains a logical drive)

NOTE: Eachlogical partition appears on two different host links for
faulttolerance. Use MPIO software so that your operating system
canidentify the alternate paths to the same logical drive.
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High Availability IP SAN (Recommended for Remote Replication)

HBA

VLANO - VLAN1
LDO LD1
CHO AID* CH1 BID*
CH1BID CHO AID
CH2 AID* CH3 BID*
CH3 BID CH2 AID

Component Description

SAN Storage System Redundant controllers with eight host ports
iSCSl initiators, preferably PCle TOE (TCP/IP offload engine) capable

HBA
cards
GbE Cables GbE network cables
GbE Switch Ports divided into 2 virtual LANs. Both controllers are linked to both

virtual LAN zones.
MPIOto manage the fault-tolerant paths with failover/failback and load
Software balance capabilities. Use MPIO multipathing software for the operating
systemtoidentify the alternative paths to the samelogical drive.
+  Twologicaldrives; each has eightmemberdrives. Youcancreate
morelogicaldrivesfromthe drivesinthe expansionsystems.

+  LDOmappedto CHOAID, CH1BID, CH2 AID, and CH3 BID.
RAID Configuration LD r_nus’g be assigned to controllers Aand B to enable remote
replication.

+  LD1mappedtoCH1BID, CHOAID, CH3 BID, and CH2 AID.
LD mustbe assigned to controllers Aand B to enable remote
replication.
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IMPORTANT! Forsystems operatingin Windows® 2003 server, andinthe eventofsingle-controller
failure, alogical drive is accessed via the host IDs managed by the alternate controller. The hostIDs
and port IPs do notfailover to the remaining controller. In this case, MPIO driver is necessary for path
redundancy and controller failover.

High Availability IP SAN with Port Trunk (Remote Replication-Enabled)

HBA

VLAN O VLAN 1

LDO LD1
CHO AID CH1 BID
CH1 BID CHO AID

Component Description

SAN Storage System Redundant controllers with eight host ports

HBA iSCSl initiators, preferably PCle TOE (TCP/IP offload engine) capable

cards
GbE Cables GbE network cables; port trunking marked in orange rectangles
GbE Switch P.orts dividedinto 2 virtual LANs. Both controllers are linked to both
virtual LAN zones.
Software MPIOto manage the fault-tolerant paths with failover/failback andload

balance capabilities. Use MPIO multipathing software for the operating
systemtoidentify the alternative paths tothe samelogical drive.

(see next page)
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Component Description

+  Twologicaldrives; each has eightmemberdrives. Youcan create
morelogicaldrivesfromthedrivesinthe expansionsystems.

LDOmappedto CHOAID and CH1BID. LD mustbe assignedto
controllers A and B to enable remote replication.

*  LD1mappedto CH1BIDand CHOAID. LD mustbe assigned to
controllers Aand B to enable remote replication.

RAID Configuration

2.3.5 Hybrid Host Connections

Forhybrid systems thatfeature two additional iISCSI ports, you can use these systems forremote
replication or for host LUN mapping.

Single Hybrid Unit Connected to FC/iSCSI Hosts

NIC NIC NIC NIC

HBAO HBA1 HBAO HBA1 HBAO HBA1 HBAO HBA1

CHOFC
CH1FC
CH4isCsl|
CH5iSCSI
Ethemet

When connected to FC andiSCSl hosts, the connections are working in their respective speeds. This
connection maximizes the number of connections while keeping the optimum performance gained by
the high-speed FC link and FC switch.

NOTES:

+ Togain optimum performance, ensure that the LAN switch o for the management station ~ ,the
LAN switch forthe systems, and theiSCSI switch foriSCSI host link are separated.

+ Ifthey are not separated, the host may consider that the iISCSI connection is a part of the host
connectionandmightuseitfordatal/O, eveniftheiSCSlIports are notmappedtothehost.

As aresult, the data transaction speed slows down toiSCSI connection’s level and the fast FC
connection bandwidth may be spent without use.
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Utilizing Hybrid iSCSI Ports for Data Replication

NIC NIC NIC NIC

HBA 0 HBA 1 HBA O HBA1 HBA 0 HBA 1 HBA O HBA 1

SWITCH SWITCH
RAID RAID
CHOFC
CH1FC SWITCH
CH4 isCsl
CH5iSCSI
Ethemet

The illustration above depicts the utilization of the iISCSI host ports for remote data replication.

Two hybrid systems, a source system and a target system, reside within the same virtual pool butare
physically apart. You can create a volume copy/mirror pair for data protection without relying on slow
managementLAN cable connections. Insuch case, you canlink the hybrid systems usingiSCSI host
ports. If the distances between systems are far, additional switches may be required.
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2.3.6 Expansion Connections

ASAS hostlink cable is bundled per expansion package. If you need to purchase other cables, orif you
need other cables of different lengths, contact your vendor.

Before configuring the expansions, you must take note of the following important points:

+  Foracleanerandclutter-freerack system, have a carefully planned routing paths when connecting
between systems.

+  AlISAS cables are sensitive and must be handled with care. DO NOT bend or twist the cables
when connecting the systems installed to the rack.

Configuring the SAS Expansion

The SAS expansion portof the GS system connects to the expansion systems. Fordual-controller
systems, each expansion portconnects toacontroller ofanother expansion system, making afault-
tolerant linkage to different SAS domains.

The following principles apply to SAN storage and expansion system connections:
«  Dual-controller SAN storage connects to a dual-controller expansion system

«  Single-controller SAN storage connects to a single-controller expansion system

*  Alongercableis available in making expansion links with a dual-controller configuration. If you
needto connectexpansion systems from two opposite directions, you may need alongercable.
Routing between two different connections can avoid loss of data links if one expansion fails to
operate.

Setting the Expansion IDs

Each expansion system musthave a unique ID and you can configure the ID via the rotary ID switch. To
set the expansion IDs, use a small flat blade screwdriver.

You must take note of the following when setting the IDs on the expansion system:

+  SetthelDsfrom 1to 15. The order starts from the expansion
enclosurethatis closesttothemanaging PS enclosure.

+  Ensuretosetaunique ID on each expansion enclosure so
thatthe SAS WWN addresses of the disk drives are properly
assigned. The SAN storage systemfirmware automatically
manages these addresses.

PS 4000 Gen2 Series Hardware Manual 2-39



Configuration Rules

Toconnectthe SASinterfaces across storage and expansion systems, you must take note ofthe
following:

*  Fault-Tolerant Links in a Dual Controller Combination

Corresponding to the dual-portinterfaces ofthe SAS drives, two physical links are available per
disk drive, routed across the backplane board, then to a SAS expander, and interfaced via a 4x
wide external SAS port.

¢ With Data Paths via Separate SAS Domains

Access todisk drives can be continued in the event of a failure from a cable link or SAS expansion
controller.

T T
QM M‘

Number Description
0 RAID controller A

RAID controller B

Expansion system controller A
9 Expansion system controller B

Dual-port SAS drives

Expander

e To another expansion system
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. Fault-Tolerant Links to SAS Disk Drives

The SAS expansion cables are bundled with the expansion systems. Take note thatifthere are
many expansion systems connected, alonger SAS external cable, approximately measured
120cm, may be neededtoconnectanexpansionsystemfromthe opposite directionfora
higher redundancy.

One expansion link connects the expansion system from a storage systemwith HBA/RAID
card tothe nearest expansion system, then to the most distant expansion system. Another
expansion link connects tothe mostdistantexpansion system, fromthe opposite direction to
the first expansion system from the storage system.

Eachexpandercontrolleronthe SAS expansion systemcontrolsaSAS Domainthatconnects
toone ofthe alternative interfaces of the disk drives inthe enclosure. Forexample, one
expanderunitcontrols Domain Awhile the otherexpander controls Domain B. Inafault-
tolerant topology, the SAS external links always connect to the SAS ports of the same SAS
domain.

Identify the SAS domains by the location of the expanders: the left controlleris controller A, the
right is controller B.

Onastorage system, each controlleris considered as managing aseparate SAS domain. With
the help of the port selector mechanism on the MUX boards, the idea of SAS domain applies
even when SATAdrives are used in a dual-controller expansion system.
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Connecting Expansion Systems

e Connecting Dual Controller Expansions Using the Onboard SAS Expansion Ports

or the last expansion

+  Storage controller :left SAS port IN™® Expansion 0 controller  : SAS portOUT

+  Expansion 0 controller  : SASport IN™® Expansion |, controller  : SAS port OUT
«  Expansion ,controller : SASport IN™ Expansion , controller : SAS port OUT
+  Storage controller  :right SAS port IN® Expansion , controller  : SAS portOUT

«  Expansion ,controller : SASport IN™" Expansion 9 controller  : SAS portOUT

+  Expansion 9 controller  : SASport IN™ Expansion  or last, controller  : SAS portOUT

«  Storage controller@: left SAS port IN®® Expansion ,controller@ : SAS portOUT

«  Expansion , controller @: SASportIN Expansion , controller @: SAS port OUT

+  Expansion , controller @: SASportIN Expansion , controller @: SAS port OUT

«  Storage controller @: right SAS port IN=» Expansion or last, controller @: SASportOUT

+  Expansion or last, controller @: SAS port IN™» Expansion 9 controller @: SAS portOUT
+  Expansion 9 controller  : SASport IN™ Expansion , controller  : SAS port OUT
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e Connecting Dual Controller Expansions Using the Host Board’s SAS Expansion Ports

orthelastexpansion

«  Storage controller  :hostboard SAS port IN®® Expansion 0 controller  : SAS portOUT
«  Expansion 0 controller  : SASport IN™ Expansion , controller  : SAS portOUT
«  Expansion ,controller : SASportIN™ Expansion  orlast, controller :SASportOUT

«  Storage controller @: hostboard SAS port IN® Expansion  or last, controller @: SAS port
ouT

«  Expansion or last, controller @: SAS port IN™» Expansion , controller @: SAS portOUT
+  Expansion , controller @: SASport IN™» Expansion 0 controller@: SAS portOUT

PS 4000 Gen2 Series Hardware Manual 2-43



2-44

Connecting Single Controller Expansions Using the Onboard SAS Expansion Ports

Storage controller: left SAS port IN® Expansion 0: SAS port OUT
Expansion O sas port IN® Expansion  :SAS port OUT
Expansion  : SASport IN™ Expansion  :SAS portOUT
Storagecontroller:right SAS portIN® Expansion  : SAS port OUT
Expansion : SAS port IN"Expansione: SAS port OUT
Expansiorﬂ SAS port IN=>Expansion  orlast: SAS port OUT

or the last expansion
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*  Connecting Single Controller Expansions Using the Host Board’s SAS Expansion Ports

or the last expansion
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Storage controller: host board SAS port IN™ Expansion 0: SAS port OUT

Expansion 0: SASport IN™ Expansion  :SAS port OUT

Expansion  : SASport IN™ Expansion  :SAS portOUT

Storage controller: host board SAS port IN® Expansion  : SAS port OUT
Expansion : SAS port IN"Expansione: SAS port OUT
Expansiorﬂ SAS port IN=» Expansion  orlast: SAS port OUT

2.3.7 Management Console Connections
To connect your SAN storage to external consoles, you need the following:

DB9 female to mini USB cable (bundled with the package)
CAT5e LAN cable (usersupplied)

Connecting SAN Storage to External Consoles

PAC Mgmt Software/Telnet
Console

Mini USB
toDB9

See below table for the list of default values of the serial port.

Baud Rate 38400

:

None

1
Hardware

IMPORTANT! Always connect to the primary controller.

NOTES:
*  Anull modem may be required if you are using a 3rd party cable.

+ ForTCP/IP connectionand firewall configuration, referto yourmanagement software’s online
help, orusermanual. If your network is not running the DHCP server protocols, you canuse the
default IP 10.10.1.1 if you are accessing for the first time.
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2.3.8 Power Connection
Before connecting toa power source, ensure thatall components are properly installed and the

management interfaces are properly connected.

Take a look at the list below and check the following:

+  The hard drives are correctly installed to the drive trays.

« Alldrive trays are installed to the system, whether or not they contain a hard drive.

«  The system is connected to host computers, management computers, or external networking
devices with the correctcables.

IMPORTANT! Ensure tousethe powercableswithatleast1.2metersinlength. DONOT use
extension cables as the powercables are designedtoconnect ONLY and DIRECTLY to relocatable
power taps (RPTs) on server cabinets.

+  Ensure that the ambient temperature is not more than 35°C (with CBM).

Connecting to Power Source
Use the bundled power cables and connect them to the power sockets for both PSUs.

Turning the System On

Before turning on the PS system, you must turn on the expansion enclosures firstif your network
configuration consists of multiplearrays.

To turn on the system:
1. Turn on the networking devices.
2. Turn on the JBOD/expansionsystems.

3. Press the power switches located at the PSUs, from left to right order.

4. Turn on the applicationservers.
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Checking the Power Status

Once the systemis on, no LEDs should light up in red or amber, nor should you hear an alarm from the
system. Start verifying the system status via the following interfaces:

o Front Panel LEDs

« PSULED
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. Controller Module LEDs

Number LED Name Status

(1) Control Status ON
CBM Status ON/OFF
Cache Dirty OFF

(4] Host Busy OFF

NOTE: Refer to chapter System Monitoring for more information regarding the LED description.

2.3.9 Turning Off the System

Before turning offthe system, ensure thatno processes are taking place such as Regenerate Logical
Drive Parity or MediaScan.

To turn off the system:
1. Close all applications to stop the I/O access to the system.

2. Flushthe cachetoclearthe DRAMdata. Ifthe DRAM contains cached data, the Cache Dirty LED
lights up in amber.

3. Flushallcached datausing the controller’s shutdown function to prepare the RAID systemfora
safe power shutdown. Refer to PAC Management Software manual for details.

4. Once the cache is flushed, switch off the system.
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System Monitoring

This chapter details the monitoring features and the status of PS4000 Gen2 Series systems.

3.1

Monitoring Features

A PS 4000 Gen2 systemis equipped with self-monitoring features thathelp you keep track of the
system’s operating status.

You can monitor your system’s status with the following features:

Firmware

The firmware manages the controllers of the system, which is accessible inaterminal programvia
the serial port. For more details, see the firmware manual in the bundled CD.

PAC Management Software

PAC Management Software is a browser-based GUI (graphical userinterface) software that you
caninstallintoalocal orremote computerand access viathe network.

LEDs

The LEDs are indicators that notify you of the system status, events, and errors or failed
operations. The LEDs are located on both frontand rear panels of the chassis.

Audible Alarms
The audible alarms are triggered in case of system failures.
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3.1.1

This section details the system LEDs and their descriptions.
Front Panel LEDs

1)

LEDs

2U systems
Number LEDName Color/
Status
Service
OFF
Power

Cooling Module
Status

Temperature
Status

System

3U system 4U system

Description

The systemis being serviced oris requiring services.

The systemis not being serviced or does not require a
service.

The system is powered properly.
A power failure occurred in the system.
The cooling fan built withthe PSU is running normally.

A fan failureoccurred.

Theinternaltemperature isnormaland within the safety
threshold.

The internal temperature exceeds the safety threshold.

The system is operating normally.

The system encounters abnormal conditions.

IMPORTANT! Ifthe cooling module status LED lights up in ““, check the fan built with the PSU.
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*  DriveTrayLEDs

PS 4012 Gen2, PS 4016 Gen2, and PS 4024 Gen2 PS 4025 Gen2

There are two LEDs on the tray that indicate the status of your drives. When you get notified by a drive
failure message, youmustcheckthedrivetray LEDstofind the correctlocation ofthefaileddrive.

Number LEDName Color Description
Datais being written orread from the drive. The drive is
(1) Drive Busy busy.
. The hard driveis plugged in but there is no activity going
on.
Power . Thedrive bayis occupied and working normally.
Status o Disk drive failed or connection problem occurred.
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Rear Panel LEDs
. Controller Status LEDs

Number LEDName Color/ Description
Status
. A controller is operating normally.
Control . : .
0 Status * A component has failed orinappropriate RAID
configurations cause system faults.

*  The controller isinitializing.
+  Supercapacitorandflashmodulesareinstalledinthe

. system.

+  The CBM is ready for operation.

CBM Status +  TheCBMfailedinoperating, eitherthe
supercapacitor or flash module.

+  Eitherthesupercapacitorandflashmoduleis
missing.

The supercapacitor ischarging.

+  Cache memory isdirty.

«  Datainflash backup module is flushed to the cache.

+  Errorsoccurredwithcache memory (ECCerrors).

* Dataisflushedfromflash backup module todrive

when the power is restored.

Cache Dirty *  The supercapacitor temperature reading is abnormal

(out of 0 to 35°C range).
+  The supercapacitor is not present.

The cached datais being transferred to the flash module
afterapoweroutage. Once the transferis done, allLEDs
will turn off. This signal is local to each controller.

OFF The cacheis cleanandthe supercapacitor can sustainthe

memory in case of power loss.

9 Host Busy . Traffic is going on the host bus.

Restore . Successfully reset the controller after pressing and holding
Default the restore default button.
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1GbE Management Port LED

Number LEDName Status Description

ON 1Gb connection is established.
ﬂ Speed OFF +  10/100Mb connection is established.
. No connection is established.
ON A connection is established.
Link/Active | Flashing  Data I/O is ongoing.
OFF No connection is established.
*  10GbE Port (SFP+) LED
Number LEDName Color/ Description
Status
. 10Gb connection isestablished.
0 Speed
OFF 10/100Mb connection is established.
A connection isestablished.
Link/Active
Data I/O is ongoing.
OFF No connection is established.

*  10GbE Port (RJ-45) LED

Number LEDName Color/ Description
Status
. 10Gb connection isestablished.
ﬂ Speed
1Gb connection is established.
OFF 10/100Mb connection is established.
ON A connection is established.
Link/Active | Flashing  Data I/O is ongoing.
OFF No connection is established.

PS 4000 Gen2 Series Hardware Manual

3-5



3-6

«  25GbE Port (SFP28) LEDs

Description

Link/Speed . A connection isestablished.
inirspee OFF No connection is established.
Act Data 1/O is ongoing.
clve OFF No Data /0.
*  12Gb/s SAS Expansion PortLED
o
LED Name S £ Description
. All 4 PHY links are validly linked.
Link/Active Lessthan4 PHY links are connected (atleast one of the
PHYs has failed).
OFF All 4 PHY links are offline.
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. 16Gb/s Fiber Channel Port LEDs

Number LEDName

16Gb/s
(1) Speed

8Gbl/s
Speed

4Gbl/s
Speed

1)

Color/ Description
Status
. A connection isestablished.

(fast)  Data I/O is ongoing.

(slow) No link/connection isestablished.

. A connection isestablished.

(fast)  Data I/O is ongoing.

(slow) No link/connection isestablished.

A connection isestablished.

(fast)  Data I/O is ongoing.

(slow) No link/connection isestablished.

. 32Gb/s Fiber Channel Port LEDs

Number LEDName

32Gb/s
o Speed

16Gb/s
Speed

8Gb/s
Speed

32 O 32
Color/ Description
Status
. A connection isestablished.

(fast)  Data I/O is ongoing.
(slow) No link/connection is established.
. A connection isestablished.

Data I/O is ongoing.
OFF No link/connection is established.

A connection isestablished.

Data I/O is ongoing.

OFF No link/connection is established.
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12Gb/s SAS Expansion ControllerLEDs

IN OouT

O

PS12J2, PS16J3, PS24J2, and PS25J2

IN OuT1 OuUT2

PS60J4 Series

IN OouT

PS60J4 Series (Drawer Type)

LED Name Status Description

ON All PHYs are validly linked.
Link/Active Flashing One of the PHYs has failed.

OFF All PHYs are offline.

o 12Gb/s link speed
Speed 6Gb/s or 3Gb/s linkspeed

OFF No connection

. The controller is operating normally.

«  Acomponent failure occurred.

+ Initialization is ongoing.
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PSU LED

Color Description

The systemis connected to the power source butthe systemis notturned on.
. The PSU is operating normally.
@ The PSU is faulty.

The PSU LED alerts you of the current status of your PSU. When this component fails, you mustreplace
the PSU immediately.

WARNING! Keep yourfingers away from moving parts of the system to prevent technical mishaps and
physical injuries.

NOTE: For more details, see section 4.1.1 Replacing the PSU/Cooling Module.
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3.1.2 Alarms and I°C Bus

This section details the system alarms and I°C bus.

Audible Alarms
You will hear an audible alarm if any of the following components fails:

+  Cooling modules
. PSU modules
*  Hard disk drives

+  Sensors or presence detection circuitries

If you hear an audible alarm, ensure to read the error message on the terminal or PAC Mgmt.
Software screen to determine the cause of the alarm. Take appropriate actions to solve the problem.
Youcanturnoffthe alarm using the mute button on the front panel.

NOTE: Whenthe temperature exceeds the presetthreshold, the controller’'s charger circuits stop
charging. Youwill receive a message that says Thermal Shutdown/Enter Sleep Mode. When the
temperature falls back to normal range, the super capacitor resumes charging.

I2C bus

Theoperatingstatus ofthe PSUand coolingmodules are collectedviathe I?’C serialbus. Ifeither of
the modules fails, the system detects the failure and you will be notified via the same methods stated in
audible alarms.
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System Maintenance

This chapter provides maintenance and replacement procedures of replaceable
components of your PS 4000 Gen2 Series systems.

4.1

Replaceable Components

Your PS 4000 Gen2 system is comprised of replaceable components:

PSU/cooling module
Controller module
Memory module
Host board

CBM

Hard disk drive

WARNING!

+  DONOTremove adefective componentfrom the system until you have the replacementonhand.

Doing so may disrupt the internal airflow.

+  Consultwiththe qualified engineers who are familiar with the system torecommend you ofthe
component replacements.

+  DONOTuseexcessiveforcewheninstallingareplaceable module. Forcedinstallation of the
module candamage the connector pins of the system, the module, orthe internal backplane.
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411 Replacing the PSU/Cooling Module

Replace the defective PSU/cooling module immediately, but only if you have the replacement.

WARNING! Although the system can still operate with a defective PSU, itis notrecommended to use it
for an extended period of time.

IMPORTANT! Forsingle-controllersystems, you mustshutdown yoursystembefore replacingthe
PSU/cooling module.

To replace the PSU/cooling module:
1. Shut down the system, turn off the PSU, then unplug the power cord.

2. Loosen the retention screw that secures the extraction lever to the chassis.

3. Pulldowntheextractionlevertodislodge the PSU/cooling module fromthe backplane connectors,
then gently pullthe PSU/cooling module from the system. Ifthe system is mounted to the
rackmount, carefully support its weight with the rack while removing the module.

Chapter 4: System Maintenance



4. Insert the replacement PSU/cooling module with the extraction lever pointing outwards, then push
into the chassis. When you feel aresistance, push the extraction lever to lodge the PSU/cooling
module to the backend connectors.

5. Fasten the retention screw.
6. Reconnect the power cord.

7. Poweronthe PSUmodule.
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41.2 Replacing the Controller Module

Whenreplacing acontrollerinadual-controller system, ensure thatthe replacementcontroller’s
firmware matches with the controllerthatyouwanttogetreplaced. The replacement provided to you has
the firmware version on the label of the packaging.

Use PAC Mgmt. Software to find out the firmware version of the present controller. From PAC Mgmt GUI, go to
Storage Manager > Information > Enclosure View.

WARNING! DONOT usethe controllermodules from differentmodels. Each controllermodule has
aunique ID which is applied to the host port names. If you insist on using other models’ controller
modules, you may encounter SAN problems on multiple systems.

IMPORTANT! Whenremoving/installing a controllerinasingle-controller system or both controllers
simultaneouslyinadual-controllersystem, ensurethatyoushutdownthe applicationsandthe system.

To replace the controller:
1. Prepare a clean, static-free work pad or container to place the controller.

2. Forreplacingacontrollerinasingle-controller systemorboth controllers simultaneouslyinadual-
controller system, shutthe system down. Stop all I/O access to the system and ensure all cached
writes have been distributed to disk drives using firmware’s Main Menu > System Functions >
Shutdown controllerfunction. Power offthe system and turn off the power switches and unplug
the power cords fromPSUs.

3. Disconnect all cables from the controller that you want to be replaced.

4. Loosen the screws that secure the controller’s ejection levers to the chassis.

Ejection lever Ejection lever

Mounting hole Mounting hole
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3. Pushtheejectionlevers downwards to dislodge the controller fromthe system (A), then pull to
remove from the enclosure (B).

4. Insertthereplacementcontrollercarefully intothe controllermodule slot(A). Whenyoufeela
contactresistance, use a small but careful force and push the ejection levers upwards to secure the
controller to the enclosure (B).
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5.

Tosecure the controllerto the chassis, fasten two retention screws to the controller's mounting
holes under the ejectionlevers.

Ejection lever Ejection lever

Mounting hole Mounting hole

Reconnect the cables to the controller’s ports.

Forreplacing a controllerin a single-controller system or both controllers simultaneously inadual-
controllersystem, power up the system. Check the messages onthe system’s LCD panel, PAC
Mgmt., or firmware utility. The power LEDs turn onwhenthe systemis successfullyinitiated
online.

Forreplacing a controllerin asingle-controller system or both controllers simultaneously in a dual-
controllersystem, restore NVRAMdata. Fromyourfirmware, look forRestore NVRAM from Disks
orRestore NVRAM from Files to restore your previous ID/LUN mapping configuration.
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41.3 Replacing the Memory Module

The controller comes with a pre-installed DRAM module(s). Youcan upgrade orreplace itwhen the
bundled module malfunctions.

IMPORTANT!

+  Westrongly recommend you to NOT use the removed DRAM module from a failed controller of a
different storage system.

+ Contact your system vendor to help you purchase the compatible DRAM modules.

+  Whenremoving/installingamemorymoduleinasingle-controllersystem, ensurethatyoushut
down the applications and the system.

NOTE: Refer to section ESD Precautions for safety information.

To replace the memory module:

1. Remove the controller that contains the memory module you want to replace.

NOTE: See section 4.1.2 Replacing the Controller Module for details.

2. Look for the DIMM slots in the controller.

CH1 DIMM1 (DIMM2 in firmware event log)
CHO DIMM1 (DIMM1 in firmware event log)

CH3 DIMM1 (DIMM3 in firmware event log)
CH4 DIMM1 (DIMM4 in firmware event log)

IMPORTANT! When installing memory modules, please fill CHO DIMM1 and CH3 DIMM1 slots first.
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3.

4.

5.

Push down the clips to release the DRAM module from the DIMM socket.

Insertthe replacement DIMM carefully into the DIMM socket, with the DIMM’s notch aligned to the
DIMM socket’s notch guide.

Reinstall the controller back to the enclosure.
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414 Replacing the HostBoard

Before replacing the host board to the controller, you must take note of the following considerations:

« Acontroller/host board downtime may occur if you replace a host board for an upgrade.

+  Thefirmware automatically restores the systemtoits factory settings when adding orreplacinga
host board.

To replace the host board:

1. Remove the controller that contains the host board you want to replace.

NOTE: See section 4.1.2 Replacing the Controller Module for details.

2. Loosenthe screw thatsecure the hostboard to the controller, push the release lever, thenlift to
remove the hostboard.

Screw

Screw

Release lever
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3.

4.

Use the guide pin to position the new host board to the host board slot, place it carefully (A), then
tighten the thumb screws to secure the host board in place (B).

Guide pin

Reinstall the controller back to the enclosure.
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41.5 Replacing the CBM (Cache Backup Module) Components

The CBMis comprised of a super capacitor and the FBM (flash backup module). The super capacitor
allows your controller to provide more power during a power outage, supporting the controllerto save
the data to the FBM.

WARNING! Ensure that you have the replacement on hand before replacing your current CBM.

Super Capacitor Fault Conditions and Precautions
Ifa supercapacitorleaks, gives offbad odor, generates abnormalamount ofheat, becomes discolored

ordeformed, orappears abnormal when charging or storing, remove it from the system immediately.
These issues may be due to the following:

«  Thetemperature sensoronthe system’s charger circuitreports atemperature thatexceeds the
presetthreshold. The charger circuit enters to alow power and self-protection state.

+  Asupercapacitormodule hasbeenchargedformorethan 10 minutes. Whenthis occurs, the
chargerenters atimerfaultstate. Charging resumes automatically afteryouremove orreinstall the
super capacitor, or after you reset the system.

When reinstalling/replacing the super capacitor, remember these precautions:

+  ONLYuseareplacementsupercapacitorsupplied by an authorized distributor. Use of other
capacitors voids your system’swarranty.

+  ONLY dispose your used/defective super capacitor at an authorized battery disposal site.
+ DO NOT place the super capacitor near a heat source.

« DO NOT immerse/submerge the super capacitor in water or other liquids.

+ DO NOT disassemble or modify the super capacitor.

+ DO NOT pierce, strike, throw, or exert pressure on the super capacitor.
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Replacing the Super Capacitor
To replace the super capacitor:

1.

2.

3.
4,

Remove the controller that contains the super capacitor you want to replace.

NOTE: See section 4.1.2 Replacing the Controller Module for details.

Loosen the screw that secures the super capacitor to the controller (A), liftits side to a45° angle
(B), then pull to remove from the controller (C).

Install the replacement super capacitor to the controller, then tighten the screw to secure itin place.

Reinstall the controller back to the enclosure.
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Replacing the FBM (Flash Backup Module)

The FBMislocated underneath the super capacitor. Toreplace the FBM, you need to remove the super
capacitor from the controller.

To replace the FBM:
1. Remove the controller that contains the FBM you want to replace.

NOTE: See section 4.1.2 Replacing the Controller Module for details.

2. Remove the super capacitor from the controller.

NOTE: See section Replacing the Super Capacitor for details.

3. Remove the screw that secures the FBM to the controller (A), then remove the FBM from the FBM
module slot (B).
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4.

5.
6.

OrientandinsertthereplacementFBM’s notchtothe module slot’'sguideina45°angle (A),
orientthe screw notch on the screw hole (B), then secure the FBM to the board with a screw you
removed in step 3(C).

Install the super capacitor back to the controller.

Insert the controller back to the enclosure.
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41.6 Replacing the Hard Drive

WARNING!

+ Ensuretohavethereplacementready beforereplacing the hard drive. DONOT leave the drive tray
open for long periods to prevent disruption of internal airflow.

» Handlethe hard drives with extreme care. Hold them by the edges and avoid touching the circuits
and interface connectors.

Replacingthe Hard Drive into the Drive Bay and Enclosure (for PS4012 Gen2, PS 4016
Gen2, and PS 4024 Gen2 Systems)

To replace the hard drive:
1. Identify the faulty hard drive using the PAC Mgmt. Software.

NOTE: See section Hard Drive Designation for the order of the drive bays.

2. Whenthe faulty hard drive is located, push the release button to eject the drive tray, wait for 30
seconds for the drive to spin down, then pull out the tray using the spring handle.
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3.

Remove the retention screws from the drive tray to dislodge the hard drive.

HDD/SSD with MUX board
HDD/SSD without MUX board
MUX board screw holes

HDD with MUX board
HDD without MUXboard

HDD with MUX board
HDD without MUXboard
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4. Installthe replacementharddrive tothedrive tray, theninsertthe assembled hard drive and drive
tray to the bay with the spring handle open.

5. When the tray is fully inserted to the bay, close the spring handle.

IMPORTANT! Ensure that there is no more drive error reported.

Replacingthe Hard Driveintothe Drive Bay and Enclosure (for PS 4025 Gen2 System
only)
To replace the hard drive:

1. Identify the faulty hard drive using the PAC Mgmt. Software.

NOTE: See section Hard Drive Designation for the order of the drive bays.

2. Whenthe faulty hard drive is located, push the release button to eject the drive tray, wait for 30
seconds for the drive to spin down, then pull out the tray using the spring handle.
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3.

4.

5.

Remove the side clips from the tray (A) then remove the hard drive from the tray (B).

NOTE: If the installed hard drive has a MUX board, remove it from the hard drive’s connectors.

Place the hard drive on the tray (A), then secure the clips to both sides of the tray (B).

(8]

NOTE: If the hard drive requires a MUX board, attach it to the drive.

Insertthe assembled hard drive and tray to the enclosure with the spring handle open, then close
the spring handle when the drive is fully inserted to the bay.
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4.2

Restoring Default System Settings

NOTE: Restoringdefaultsettingsisalast-resortfunction. Allconfigurations suchas parameters and
host LUN mappings will be erased.

You may need to restore default settings in the following cases:

When the firmware update procedure requires it.

When you need to reset the password to access the storage system.

To restore the default settings, follow these steps:

1.
2.
3.

10.

Stop all host1/O’s.
Save the current configuration using Export NVRAM.

You may also want to make a list of the existing ID/LUN mapping information because the default
restoration will erase the ID/LUN mapping associations (i.e., which logical drive is associated with
which host ID/LUN).

If your system is a dual-controller model, remove Controller B from the chassis. Please refer to
4.1.2 Replacing the Controller Module.

Power off the storage system.
Inserta straightened paper clip to the Restore Default button on Controller A, then press and hold
until the Restore Default LED lights up.

NOTE: During restoration, the Restore Default LED lights upin . Itlights up in. afterthe
restoration process is complete.

Inthe firmware, use Import NVRAM from reserved space or Restore NVRAM from files to
restore your previous settings. ID/LUN mapping configuration is restored after applying your
previous settings. The single-controller system’s restore default procedure is complete. For dual-
controller system, please continue with the following procedures:

Power off the system.

Replace Controller Awith Controller B (Insert Controller Binto Controller A’'sslot). Whileleaving
ControllerB’sslotempty with ControllerBinslotA, performthe above steps 1to 7 torestore
Controller B to defaultsettings.

Put both Controller Aand Controller B into their original positions and power up the system.
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Appendices

Certifications

Summary

UL 60950-1 second edition
BSMICNS 14336-1:99 7£/f¢
CBIEC60950-1:2005
(SecondEdition)+Am
1:2009

+ Am 2:2013

CE EN 55032:2012 +AC:2013 / EN61000-3-2:2014
EN 61000-3-3: 2013 / EN 55024:2010+A1:2015
BSMI (CNS 13438)

FCC (FCC Part 15, subpart B)

Environment IEC 60068-2

MIL-STD-810E/883E

ISTA

ASTM-D3332

IPC-TM-650

ISO7779/3744

RoHS

Microsoft WHQL-Windows Server 2003
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A-2

User Warning

Thisis Class AInformation Technology product which may cause radio frequency interference when
usedinaresidential area, inwhich case the user will be required to take certain appropriate measures/

troubleshooting.

UL Caution, Safety, and Warning Markings

SAFETY STOP - DO NOT ALTER

DISPOSITIF DE SURETE - NE PAS MODIFIER

CAUTION: This product is combustible. A
protective barrierorthermalbarrierisrequired as
specified in the appropriate building code

ATTETNION: Ce produit est combustible. Une
barriére de protection ou une barriere thermique
est exigée par le code du batiment en vigueur.

WARNING - Interconnection of more thanone
power supply source to a section of grid rail bus
may present a fire hazard.

AVERTISSEMENT - Interconnexion de plus
d’une source d’alimentation a une sectionde bus
surrailgrille peutprésenterunrisqué d’'incendie.

DANGER - RADIATION

DANGER - RAYONNEMENT
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